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Abstract
Conventional Super-Resolution from image sequences fail
when dealing with deformable surfaces. This is because
only planar homography is used to register the low reso-
lution sequence. This paper makes an effort to break this
limitation. For this we use Free-Form Deformation for de-
formable surfaces registration. We also use an alternation-
based approach to improve the registration and the Super-
Resolution estimate.
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1 Introduction
Due to the limitations of optical imaging systems we often
obtain images with insufficient resolution. Typical exam-
ples include video surveillance images or cell phone cam-
era images. Poor resolution degrades the aesthetic qual-
ity of images for media publication or hampers higher vi-
sion tasks such as object recognition or localization. Multi-
frame Super-Resolution (SR) is a technique that takes ad-
vantage of the redundancy information among a sequence
of Low Resolution (LR) images and tries to reconstruct a
higher resolution image. Numerous algorithms have been
proposed since [1] first addressed the problem. These al-
gorithms generally contain two main steps:

1. Registration: Aligning the LR frames.

2. Fusion: Combining the information in all the LR
frames to construct an SR image.

Most authors use planar homographies in the registration
step to describe the inter-image warp. This prevents the
algorithm from dealing with images containing deformable
surfaces.

Contributions. The main contributions of this article
are:

• The use of Free-Form Deformation (FFD) registration
to replace the planar homography.

• An alternation-based approach to improve the regis-
tration and the recovered SR image.

Our method achieves Super-Resolution for images of de-
formable surfaces. Figure 1 shows a comparison of the
different type of images handled by classical SR methods
and our algorithm.

Figure 1 – (Top) Classical SR methods use planar homog-
raphy motion models; (Bottom) Our method handles de-
formable surfaces with local image motion.

Plan. Section 2 introduces the state-of-the-art SR meth-
ods. Section 3 explains the basic methods of non-rigid reg-
istration with a focus on B-spline based FFD. Section 4
gives our algorithm and section 5 shows experimental re-
sults.

Notation. Our notations are given in Table 1.

2 The Super-Resolution Problem
In this section we describe the SR problem and introduce
a popular matrix notation. We show that the limitations of
most SR methods come from the motion model between
the SR frame and the LR frames.
SR is the process of combining a sequence of LR noisy
blurred images to produce an HR image. The idea of
using multiple frames for SR was first proposed in [1].
They adopted a frequency domain approach which was
later extended by others, such as [2]. Frequency domain
methods are intuitive, simple and computationally cheap,
but they are extremely sensitive to model errors, limiting
their use. Also, by definition, only pure translational mo-
tion can be treated with such tools and even small devi-



Notations
R Region of interest
X The unknown high resolution image (vectorized)
X the estimated high resolution image (vectorized)
Yk the kth low resolution image (vectorized)
V the additive Gaussian noise
W the Free-Form-Deformation warping function
Hcam the camera blur operator
F the geometric motion operator
D the decimation operator
n the number of frames in the low resolution sequence
u the Free-Form-Deformation warping parameter
γ the downsampling scale

Table 1 – Table of notations.

ations from translational motion significantly degrade per-
formance. Another popular approach solves the problem of
resolution enhancement in the spatial domain, such as [3]
and [4]. Many methods makes use of an optical flow esti-
mated from the low resolution images (although this does
not seems very successful so far) such as [5] and [6]. [7]
and [8] use iterative computation of the optical flow and
the super-resolution which resemble our approach. Recent
methods [9] have been proposed to try to avoid estimating a
warp or the optical flow by using Nonlocal-Means (NLM)
algorithm.

The forward imaging model. Now we introduce the for-
ward imaging model found in many of the SR literature.
According to this model, a real scene with continuous in-
tensity distribution X(x, y) is warped and blurred by the
camera lens. It is then discretized at the CCD resulting
a digitized noisy LR frame. This process is illustrated in
Figure 2.
The most common matrix notation found in the literature
for this process is:

Yk = DkHkFkX + Vk, k = 1, ..., n (1)

where X is the SR image and is a discretized representation
of the real world scene; Fk is the geometric motion operator
that warps pixels from X to the kth LR frame Yk. The
images are rearranged in lexicographic order. Hk models
the combined effect of the camera’s Point-Spread Function
(PSF) and atmospheric blur. In this article we use a shift-
invariant Gaussian kernel. Dk is the decimation operator
and Vk is the additive Gaussian noise. n is the total number
of LR frames.
In most of the literature, the geometric motion operator Fk

is modeled as a planar homography. Clearly this model
cannot handle images of deformable surfaces in which the
relation between the HR frame X and kth LR frame Yk can
not be described by a homography. In this paper we pro-
pose to use deformable registration to replace planar ho-
mographies.

Maximum Likelihood Estimate of the SR frame. After
the non-rigid registration we proceed to make a Maximum

Likelihood Estimate (MLE) of the SR frame which in that
case is the average of the registered images:

X(q) =
1
n

n∑
k=1

Yk(W(γq;uk)) (2)

in which the q ∈ R2 is a pixel and Yk(W(γq;uk)), k =
1, 2, ..., n are the registered frames. W is the warp that we
will discuss in the next section.

Figure 2 – The forward imaging model.



3 Non-rigid Registration Using Free-
Form Deformation

3.1 Parametric Image Warps
Parametric image warps are often used for deformable im-
age registration. A parametric image warp maps a point
q from a source image to the corresponding point q′ in the
target image. It is written as a functionW : R2×Rp → R2

of the point coordinates q ∈ R2 and a parameter vector
u ∈ Rp as follows:

q′ =W(q; u) (3)

The parameter vector u may encapsulate many different
kinds of parameters, depending on the nature of the warp,
which typically are image control points for 2D warps and
3D control points, surface and camera parameters for 3D
warps.
Typical image warps include Thin-Plate Spline, Radial Ba-
sis Function warps and Free-Form Deformation (FFD). In
this paper we choose FFD for its excellent ability to model
local deformation. It is also computationally efficient com-
pared to other types of warps.

3.2 Free-Form Deformations
We replace the above planar homography by an FFD. FFD
warps are based on the tensor product between two R 7→ R
splines. The source control points thus lie on a regular grid.
It was proposed in [10] for computer graphics applications
and has been extensively used since then. Early work with
FFD warps for image registration is [11]. Most recently
FFD warps have been used for shape registration in [12].
Consider two one-dimentional sets of evenly spaced knots
with unity inter-knot distance. Assume one set spans the
horizontal, x axis of the image, and the other one spans the
vertical, y axis. These two sets of knots define a regular
grid whose vertices are the source control points. A scalar
target value zu,v is associated to each source control point(
u v

)T ∈ N2.
For a point q ∈ R2 with qT =

(
x y

)
, the tensor prod-

uct writes:

3∑
a=0

3∑
b=0

Ba(x− bxc)Bb(y − byc)zbxc+a,byc+b (4)

The R2 7→ R2 warp is obtained by stacking two such ten-
sor products sharing their source control points, or equiva-
lently, by replacing the scalars zu,v by so-called target con-
trol points cu,v , giving the FFD warps as:

W(q)
def
=

3∑
a=0

3∑
b=0

Ba(x− bxc)Bb(y − byc)cbxc+a,byc+b

(5)
Figure 3 shows an example of using FFD to find the best
warp bewteen two deformed images. In our algorithm, the
first LR frame Y1 is chosen as the reference frame and

warp the rest of LR frames to it. This process minimize
the squared intensity difference between the warped image
and the original image:

uk = arg min
uk∈Rp

∑
q∈R
‖Y1(q)−Yk(W(q; uk))‖2 (6)

where uk are the parameters of the warp between the first
and the kth frame; andR is the region of interest.

(a) (b)

(c) (d)

Figure 3 – An example of image registration with FFD. A
warp between input image (a) and (b) is calculated and
then applied on input image (b) to obtain the transformed
image (c). The grid (d) illustrates the result.

4 An Alternation Approach
In the registration step, the first LR frame is chosen as the
reference and the rest of the LR frames are warped to it.
But since the first LR frame does not contain all the infor-
mation to generate the other LR frames, this is only an ap-
proximation. The ideal choice would be the SR frame itself
that we are looking for. Therefore we face a "chicken-and-
egg" situation. We can solve this by an alternation-based
approach:

1. Initialize the warps from the reference to the other
images. This is done in a sequential manner: we set
u2 ← u1 (u1 is the identity warp) and proceed to re-
fine uk by nonlinear minimization of the intensity dis-
crepancy:

u2 ← arg min
u2∈Rp

∑
q∈R
‖Y1(q)−Y2(W(q; u2))‖2 (7)

This is done with Gauss-Newton iterations. We then
proceed to estimate u3 by setting u3 ← u2 and mini-
mizing the discrepancy to the reference image and so
on and so forth.



2. Compute the SR image from the registered input im-
ages as in other classical SR algorithms.

X(q) =
1
n

n∑
k=1

Yk(W(γq;uk)) (8)

3. Refine the warps from the SR to the other images
(except the reference one, to which it is fixed). This is
done very similarly as in the initialization step, except
that one does not need to proceed sequentially since
one has an initial guess. For each image k = 2, ..., n,
solve:

uk ← arg min
uk∈Rp

∑
q∈R
‖X(q)−Yk(W(γq; uk))‖2

(9)

5 Experiments

5.1 The Paper Sequence

The paper sequence contains 15 images of size 190 × 180.
In the registration step we set the grid size to 5× 5. It takes
about 5 seconds to calculate the warp between each pair of
images. Figure 4 shows the improved readibility of the text
sequence.

(a) (b)

(c) (d)

Figure 4 – The paper sequence. (a-b):The original image
(c-d): SR result with up-sampling factor 2.

Figure 5 – After 8 iterations, the intensity squared differ-
ence between each consecutive pair of SR estimations di-
minishes until below 1× 10−3.

5.2 The T-Shirt Sequence

The t-shirt sequence contains 14 images of size 251× 201.
We use a slightly larger grid of size 6 × 6. The t-shirt se-
quence shows a deformation different than that of the paper
sequence. It involves stretching and shearing. The regis-
tration for this sequence is more accurate since there is less
illumination variation than for the paper sequence.

(a) (b)

(c) (d)

Figure 6 – The t-shirt sequence. (a-b): The original image
(c-d): SR result with up-sampling factor 3.



(a) (b)

(c) (d)

Figure 7 – The cloth sequence. (a-b): The original image
(c-d): SR result with up-sampling factor 2.

5.3 The Cloth Sequence
The cloth sequence in Figure 7 contains 16 images of size
150× 150. The visible registration error around the mouth
of the bear is due to drastic movements between consecu-
tive frames in the sequence. This can be improved by more
iterations in the FFD registration step.

6 Conclusion
This paper extends the conventional SR algorithm by using
FFD to register low resolution images with deformable sur-
faces and then adopt an alternation-based procedure to im-
prove the registration. Experiments show that under small
illumination variations the resulting SR estimation is quite
encouraging.
The registration results can be further improved by con-
sidering the material properties of the deformable surfaces.
Concerning the experiments, since conventional methods
such as those that use globally affine registration do not
produce sensible results, it is difficult to compare with
competing methods. We envision a simutaneous approach
to SR estimation in the future work.
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